
Proving Termination and Computational Complexity
of Computer Programs

Anton Dergunov∗

CSEdays 2013

In computability theory, the halting (or termination) problem can be stated as follows:
“given a description of a computer program decide whether the program will always finish
running or could potentially execute forever.” A termination proof plays a critical role in
formal verification. Partial correctness requires that an output of an algorithm is correct.
Total correctness additionally requires that an algorithm terminates.

Alan Turing proved that a general algorithm to solve the halting problem can not
exist. However, this does not mean that we are always unable to prove termination. New
tools that are able to automatically prove the correctness of software are being developed.

We represent a computer program by a set of its states S, a set of its possible initial
states I ⊆ S and a transition relation R ⊆ S × S between states that the program can
make during execution. Formally we prove a program termination by proving that its
transition relation is well-founded, meaning that it does not permit infinite sequences of
states s = s1, s2, ... where si ∈ S and R(si, si+1) [1]. The popular method to show that a
relation R ⊆ S×S is well founded is to find a structure preserving map (homeomorphism)
from structure (R, S) to some well-ordered set (≥, T ). The structure (≥, T ) forms a well
order iff it is a total order and every nonempty subset of S has a least element. Such
maps are called ranking functions.

There are several tools to prove termination of computer programs. Terminator
program [2] automatically searches for the relevant ranking function to prove termination,
while in Dafny it must be specified explicitly. Dafny [3] is a programming language
with built-in specification constructs that are used to verify correctness of programs. It
employs decreases annotations to prove that programs terminate. A decreases annotation
specifies a ranking function (termination measure) which values become strictly smaller
each time a loop is traversed or a recursive method is called. This value is bounded so that
it does not decrease forever. Several kinds of values can be used in decreases annotations,
such as natural numbers or sets of values which have natural lower bounds (0 and empty
set correspondingly). Dafny proves that the termination measure gets smaller on each
iteration. In simple cases Dafny is able to guess termination measure, otherwise it must
be specified explicitly, as in a method to search in a binary tree:

method Search ( x : i n t ) r e t u r n s ( found : boo l )
d e c r e a s e s ReachableNodes ;

{
i f ( x = data ) { found := t r u e ;}
e l s e i f ( l e f t 6= n u l l ∧ x < data ) { found := l e f t . Search ( x ) ;}
e l s e i f ( r i g h t 6= n u l l ∧ x > data ) { found := r i g h t . Search ( x ) ;}
e l s e { found := f a l s e ;}

}
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In this example ReachableNodes is a member variable of a tree node class that stores a
set of nodes reachable from the that node. The search method is guaranteed to terminate,
because by construction the number of nodes reachable from the child nodes is strictly
smaller than the number of nodes reachable from the parent node. Dafny proves that
the body of that method satisfies the decreases annotation.

The contribution of this article is the proposal to generalize proving termination to
proving computational complexity in Dafny. The idea is to verify not only that the
termination measure decreases, but also the pace of its change. No special annotations
exist in Dafny for this functionality. But we can use existing annotations. For example,
we can prove that the worst case time complexity of binary search algorithm is logarithmic:

0 method b i n a r yS e a r c h ( a : a r ray<i n t >, key : i n t ) r e t u r n s ( i nd ex : i n t )
1 r e q u i r e s a 6= n u l l ;
2 {
3 va r low := 0 ; va r h igh := a . Length ;
4 va r o l d l ow := 0 ; va r o l d h i g h := h igh ∗ 2 ;
5

6 wh i l e ( low < h igh )
7 i n v a r i a n t h igh ≤ a . Length ;
8 d e c r e a s e s ( h igh − low ) ;
9 i n v a r i a n t h igh = low ∨ ( o l d h i g h − o l d l ow ) / ( h igh − low ) ≥ 2 ;

10 {
11 o l d l ow := low ; o l d h i g h := h igh ;
12

13 va r mid := low + ( h igh − low ) / 2 ;
14 i f ( key > a [ mid ] ) { low := mid + 1 ;}
15 e l s e i f ( key < a [ mid ] ) { h igh := mid ;}
16 e l s e { i n d e x := mid ; r e t u r n ;}
17 }
18

19 i n d e x := −1;
20 }

Line 8 specifies termination measure that becomes strictly smaller each time a loop
is traversed. In line 9 we specify that the termination measure reduces at least twice
each iteration. Dafny verifies that the body of this method satisfies the specification,
thus proving the complexity of the method. Special keywords can be added to Dafny to
reduce boilerplate code to prove computational complexity.
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